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Doctoral Qualifying Exam: Real Analysis and Probability
Tuesday, June 12, 2007

Suppose that f, € L' ([0,1]) for n € N and that f, converges to f uniformly on [0, 1].
Prove that f € L'([0,1]) and that

1 1
lim/ fode — /fdx.

(a) State and prove the Riemann-Lebesgue Lemma.

(b) Prove
2r

lim n2/ e x?(2m — x)*dr = 0.
0

n—oo

Let yo(x) = sinz. For n € N let y, : [0,27] — R be defined by

1 2

Yn(z) = sin(z — §)y;, 1 (§) d¢.

72 Jo
(a) Prove that y, converges uniformly to continuous function y.

(b) Find y.

A random variable (r.v.) X and a sequence of r.v.s {X,; n=1,2,---} are defined on
a common probability space (€2, F, P).

(a) Suppose we are given that

Plw: (X, X)=(0,1)} = P{w: (X,,X)=(1,0)}= ;

. . . P a.s. d
Examine if X, converges to X in any of the convergence modes —, =, —

L’V‘
, and —,r > 0.

(b) Prove that X, L X = X,% X. Show by a counterexample that the converse
is, in general false.

(c) Prove that the converse is true, if X is degenerate (X, NN X, 5 ¢, where ¢
is a real constant.)

(a) X is ar.v. with EX = 0 and var(X) = 02 < oo. Use the Markov inequality for
the r.v. h(X) := (X 4 ¢)*, ¢ > 0 for suitable choices of ¢, to prove that,

P(X>z) <7, ifz>0
P(X>z) >, ifz<0



(b) If M(t) := E(e!™) exists for all ¢ > 0, then show that for all real s, we have

sup P(tX > s> + In M (1)) < e
t>0

6. Suppose X1, Xs,--- are i.i.d. L2

(a) Prove that

2 ., P
Y, = — X EX;.

(b) Using Kolmogoroft’s convergence criterion, and Kronecker’s lemma, show that the
result in (a) can be stregthened to Y, > FX;.

(c) Which sequence of r.v.s obeys WLLN and SLLN, in view of the results (a) and
(b) above 7



