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1. This question has two parts, (i) and (ii) below.

(i) For a sequence {Xn, n ≥ 1} of random variables, state the condition that guarantees the
statement: Xn converges to 0 in probability implies that the convergence holds in Lp. Prove the
statement assuming the condition.

(ii) Prove that Xn converges to 0 in probability if and only if

E

(
|Xn|

1 + |Xn|

)
→ 0.

2. This question has two parts, (i) and (ii) below.

(i) Let {θnj, 1 ≤ j ≤ kn, n ≥ 1} be a double array of complex numbers satisfying

max
1≤j≤kn

|θnj| → 0, as n → ∞,

kn∑
j=1

|θnj| ≤ M < ∞, where M does not depend on n,

kn∑
j=1

θnj → θ, as n → ∞, where θ is a finite complex number.

Show that
kn∏
j=1

(1 + θnj) → eθ.

(ii) For each n ≥ 1, let Xnj, j = 1, . . . , n be independent random variables. Let Sn =
∑n

j=1Xnj.
Suppose that

P{Xnj = 1} = pnj = 1− P{Xnj = 0},

and that
n∑

j=1

pnj → λ as n → ∞, max
1≤j≤n

pnj → 0 as n → ∞.

Show that Sn converges in distribution to a Poisson random variable with parameter λ.

3. This question has two parts, (i) and (ii) below.

(i) State and prove Kolmogorov’s strong law of large numbers.

(ii) Let X1, X2, . . . , Xn be independent and identically distributed random variables and let
E(|Xi|) < ∞. Show that Xn/n

a.s.−→ 0 as n → ∞. Hence also prove that max1≤j≤n |Xj|/n
converges to zero almost everywhere as n → ∞.
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